A Comparative Analysis of Forecasting Reservoir Inflow using ARMA Model & Holt Winters Exponential Smoothing Technique
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Abstract -- Statistical analysis in hydrology includes estimating the future frequency or probability of hydrologic events based on the information contained in the past hydrologic records. The present study aims at applying time series analysis using Auto Regression Moving Average (ARMA) model and Holt Winters exponential smoothing technique for reservoir inflow forecast enabling better management of reservoir inflow. The Krishnagiri Reservoir in the state of Tamilnadu, India is selected as the focus area for this study. Using Box Jenkins approach, the model identification for ARMA model was done by Auto Correlation function plot (ACF) and Partial Auto Correlation Function Plot (PACF); then the parameters for the model are estimated by Maximum likelihood estimation method followed by diagnostic checking of estimated value of the model. ARMA (2, 4) shows better statistical parameters of generated annual reservoir inflow. One of the deficiencies of ARMA model is that it is not able to reproduce in a satisfactory manner the trend, seasonality, and periodicity component of a time series. In the present study, that deficiency was overcome by using Holt Winters Exponential Smoothing technique. The statistical parameters of generated reservoir inflow using exponential smoothening replicates the historical observed reservoir inflow with $R^2 = 0.9659$ and the percentage of mean error to 19.3%. Although ARMA model is used as the best fit model for any time series analysis in hydrology, exponential smoothing technique gives a better matching between observed and computed values.
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I. INTRODUCTION

The dependence of India’s agriculture on the monsoon and its consequent vulnerability has been recognized from the earliest time (Irrigation Commission Report, 1972). Water from rivers, and streams stored in reservoirs and tanks were brought to the agricultural fields to supplement monsoon rainfall through gravity irrigation by the early rulers & British Government in India. After Independence, accelerated efforts were made in the five year plans to increase the irrigated area through construction of massive reservoirs to meet the rising demands of food and fiber of the country (Raghava Rani, 2011 et al).

The application of statistical hydrology in earlier days was restricted to surface water problems, especially for analyzing the hydrologic extremes such as floods and droughts. However, during past three decades, the statistical domain of hydrology with the advent of fast computing technology has broadened to encompass the problems of both surface water and groundwater systems.

With such a broad domain, statistics has emerged as a powerful tool for analyzing hydrologic time series. The main aim of time series analysis is to detect and describe quantitatively each of the generating processes underlying a given sequence of observations (Shahin et al., 1993). In hydrology, time series analysis is used for building mathematical models to generate synthetic hydrologic records, to forecast hydrologic events, to detect trends and shifts in hydrologic records, and to fill in missing data and extend records (Salas, 1993).

A number of successful applications of time series analysis to reservoir inflow forecasting have been reported in the literature review. Lilly (2013) applied time series analysis to generate a monthly synthetic stream flow generation for Krishna River at Srisailam dam site, India. S.K Jain (1999) applied time series analysis using ARMA to model reservoir inflow with a 32 year data. The limitations of the time series analysis using ARMA model was overcome by adding a momentum of noise term, generation for Krishna River at Srisailam dam site, India. Shifts in hydrologic records, and to fill in missing data and records, to forecast hydrologic events, to detect trends and quantitatively each of the generating processes underling a distributed sequence of data or the synthesis of a model for representations of Stochastic Time series (Maier & Dandy 1997).

Normally, the Auto Regressive Moving Average model has been used for modeling water resources time series because such models are accepted as standard representations of Stochastic Time series (Maier & Dandy 1997). The objective of the present work is to study the application of time series analysis using ARMA model to Krishnagiri reservoir inflow forecasting, and to overcome the limitations of ARMA model with Exponential Smoothing technique. The objective was attained through the following steps:

1. By determining the Hydrological Characteristics of Reservoir Inflow of Krishnagiri Reservoir Project (KRP) with observed annual data (1958-2010),
2. To Forecast the Reservoir inflow by Auto Regression Moving Average (ARMA) model and verifying the Computed data with the observed data over the years.
3. To use the exponential smoothing technique to overcome the deficiency in the ARMA model.

II. STUDY OBJECTIVES

III. TIME SERIES MODELING

Time series modeling is the analysis of a temporally distributed sequence of data or the synthesis of a model for prediction in which time is an independent variable. Most
V. MATERIALS AND METHOD

A time series is a set of observations generated sequentially in time. The main components of a hydrological time series are: trends and other deterministic changes, cycles or periodic changes, and components representing the stochastic or random variations. Auto Regression moving average (ARMA) models are linear stochastic models. They are analogous to conceptual models of parametric hydrology, based on linear reservoirs. ARMA models cannot be estimated exactly as they are constituted by several random effects. Linear stochastic models are selected to forecast data of one or more time periods ahead, and to generate a synthetic data sequence of the time series (Ghanshyam Das, 2009).

**Autoregressive moving average ARMA (p,q) model**

A reasonable extension to AR (p) and MA (q) is a mixed model of the form

\[
S_t = \beta_{p+1} S_{t-1} + \ldots + \beta_p S_{t-p} + \epsilon_t + R_t - \alpha_q \epsilon_{t-q} - \ldots - \alpha_p \epsilon_{t-pq}
\]

Where \( S_t \) = Stationary Stochastic Component of the original series

\[
\beta_k \quad \text{autoregressive model parameter, k = 1, 2, 3,} \ldots p
\]

\( \alpha_k \) = moving average model parameter, \( k = 1, 2, 3, \ldots q \)

\( p \) = order of auto regression process

\( q \) = order of moving average process

\( R_t \) = Independent random effect at time \( t \) of residuals.

The ARMA models are suitable for stationary hydrologic series. If the time series is non-stationary, the trend and periodic or seasonal fluctuation can be removed by taking the differences and the ARMA model can be applied to the resultant series. This type of model is termed as the ARIMA model. The main steps of ARMA model application are as follows:

- **Model Identification**

The first step in developing a Box-Jenkins model is to determine if the series is stationary and if there is any significant seasonality that needs to be modeled. Stationarity can be assessed from an autocorrelation plot. Autocorrelation plots are a commonly-used tool for checking randomness in a data set. This randomness is ascertained by computing autocorrelations for data values at varying time lags. If random, such autocorrelations should be near zero for any and all time-lag separations. If non-random, then one or more of the autocorrelations will be significantly non-zero. Autocorrelation plots are also used in the model identification stage for fitting MA (q) models. Partial autocorrelation plots are also a commonly used tool for model identification in Box-Jenkins models. The partial autocorrelation at lag \( k \) is the autocorrelation between \( X_t \) and \( X_{t-k} \) that is not accounted for by lags 1 through \( k-1 \). The partial autocorrelation of an AR (p) process is zero at lag \( p+1 \) and greater. If the sample autocorrelation plot indicates that an AR model may be appropriate, then the sample partial autocorrelation plot is examined to help identify the order. We look for the point on the plot where the partial autocorrelations essentially become zero. Placing a 95% confidence level for statistical significance is helpful for this purpose. To
determine the value of \( p \) and \( q \) we use the graphical properties of the autocorrelation function and the partial autocorrelation function.

**Properties of the ACF and PACF of MA, AR and ARMA Series**

<table>
<thead>
<tr>
<th>Process</th>
<th>MA(q)</th>
<th>AR(p)</th>
<th>ARMA(p,q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-correlation</td>
<td>Cuts off</td>
<td>Ininite. Tails off</td>
<td>Ininite. Tails off</td>
</tr>
<tr>
<td>function</td>
<td>Dominated by damped Eponomials &amp; Coint waves</td>
<td>Dominated by damped Eponomials &amp; Coint waves</td>
<td>after p.q.</td>
</tr>
<tr>
<td>Partial</td>
<td>Ininite. Tails off</td>
<td>Ininite. Tails off</td>
<td>Ininite. Tails off</td>
</tr>
<tr>
<td>Autocorrelation</td>
<td>Dominated by damped Eponomials &amp; Coint waves</td>
<td>Dominated by damped Eponomials &amp; Coint waves</td>
<td>after p.q.</td>
</tr>
</tbody>
</table>

- **Parameter estimation**, which involves efficient use of the data to make inferences about parameters conditional on the adequacy of the entertained model. Estimating the parameters for the Box-Jenkins models is a quite complicated non-linear estimation problem. The main approaches to fitting Box-Jenkins models are linear least squares and maximum likelihood estimation. Maximum likelihood estimation is generally the preferred technique.  

**Estimation of Parameters of an MA (q) series**

The theoretical autocorrelation function in terms of the parameters of an MA(q) process is given by:

\[
\rho_h = \begin{cases} 
\frac{\alpha_1 + \alpha_2 \alpha_{h+1} + \cdots + \alpha_q \alpha_{h-q}}{1 + \alpha_1^2 + \alpha_2^2 + \cdots + \alpha_q^2} & 1 \leq h \leq q \\
0 & h > q 
\end{cases}
\]

To estimate \( \alpha_1, \alpha_2, \ldots, \alpha_q \) we solve the system of equations:

\[
e_i = \frac{\alpha_1 \hat{e}_{i-1} + \alpha_2 \hat{e}_{i-2} + \cdots + \alpha_q \hat{e}_{i-q}}{1 + \alpha_1^2 + \alpha_2^2 + \cdots + \alpha_q^2} \quad 1 \leq i \leq q
\]

This set of equations is non-linear and generally very difficult to solve; for \( q = 1 \) the equation becomes:

\[
r_i = \frac{\hat{e}_i}{1 + \alpha_1^2} \\
(1 + \alpha_1^2) r_i - \hat{e}_i = 0
\]

or

\[
r_i \hat{e}_i - \hat{e}_i + r_i = 0
\]

Thus, this equation has the two solutions:

\[
\hat{e}_i = \frac{1}{2 r_i} \pm \frac{1}{2 r_i} \sqrt{1 - 4 r_i^2} - 1
\]

One solution will result in the MA (1) time series being invertible

For \( q = 2 \) the equations become:

\[
r_1 = \frac{\hat{e}_1 + \alpha_1 \hat{e}_0}{1 + \alpha_1^2 + \alpha_2^2} \quad \hat{e}_0 = \frac{\hat{e}_1}{1 + \alpha_1^2 + \alpha_2^2}
\]

Estimation of parameters of an ARMA (p,q) series we use a similar technique as MA (q). That is, obtain an expression for \( \rho_h \) in terms \( \beta_1, \beta_2, \ldots, \beta_p, \alpha_1, \alpha_2, \ldots, \alpha_q \) of and set up \( q + p \) equations for the estimates of \( \beta_1, \beta_2, \ldots, \beta_p, \alpha_1, \alpha_2, \ldots, \alpha_q \) by replacing \( \rho_h \) by \( r_h \).

In the ARMA (1, 1) process the expression for \( \rho_1 \) and \( \rho_2 \) in terms of \( \beta_1 \) and \( \alpha_1 \) are:

\[
\rho_1 = \frac{(1 + \alpha_1 \beta_1)(\alpha_1 + \beta_1)}{1 + \alpha_1^2 + 2 \alpha_1 \beta_1}
\]

Further,

\[
\rho_2 = \rho_1 \beta_1
\]

Thus the expression for the estimates of \( \beta_1, \alpha_1, \) and \( \sigma^2 \) are:

\[
r_1 = \frac{1}{1 + \alpha_1^2 + 2 \alpha_1 \beta_1}
\]

\[
r_2 = \frac{\hat{\beta}_1}{r_1}
\]

And

\[
\hat{\sigma}^2 = \frac{1 - \hat{\beta}_1^2}{1 + \alpha_1^2 + 2 \alpha_1 \beta_1} C, (0)
\]

Hence

\[
\hat{\beta}_1 = \frac{r_2}{r_1} \quad \text{and} \quad r_1 \left(1 + \frac{\alpha_1^2 + 2 \alpha_1 \beta_1}{\alpha_1 \beta_1}ight) = \left(1 + \hat{\beta}_1 \beta_1\right) \left(\hat{\alpha}_1 + \hat{\beta}_1\right)
\]

or

\[
r_1 \left(1 + \frac{\alpha_1^2 + 2 \alpha_1 \beta_1}{\alpha_1 \beta_1}ight) = \left(1 + \frac{\hat{\beta}_1}{r_1} \beta_1\right) \left(\hat{\alpha}_1 + \frac{\hat{\beta}_1}{r_1}\right)
\]

\[
\left(r_1 - \frac{r_2}{r_1}\right) \hat{\alpha}_1 + \left(2 r_1 - 1 - \frac{r_2}{r_1}\right) \hat{\beta}_1 + \left(r_1 - \frac{r_2}{r_1}\right) = 0
\]

This is a quadratic equation which can be solved

- **Diagnostic check** involves checking the fitted model in its relation to the data with the intent to reveal model inadequacies and achieve model improvement. Model diagnostics for Box-Jenkins models is similar to model validation that is, the error term \( e_i \) is assumed to follow the assumption for a stationary univariate process. The residuals should be white noise (or independent when their distributions are normal) drawings from a fixed distribution with a constant mean and variance and the residuals need to be uncorrelated. If the Box-Jenkins model is a good model for the data, the residuals should satisfy these assumptions. If these assumptions are not satisfied, we need to fit a more appropriate model. That is, we go back to the model identification step and try to develop a better model. Hopefully the analysis of the residuals can provide some clues as to a more appropriate model.

**VI. RESULTS & DISCUSSIONS**

Yearly synthetic flow generation model of Reservoir inflow at Krishnagiri reservoir project was developed using 50 years of historical data. Yearly inflow data needs transformation to have normality. Transformation technique used for yearly reservoir inflow for all the years is logarithmic transformation technique. The time series was tested for homogeneity and stationarity using Student t test. The Skewness test of normality being 0.086 and Filliben test of normality is 0.9922 shows that transformed data exhibits stationarity. Once the data has.
been checked for normality and stationarity, the next step is to identify the model for fitting the transformed data to forecast; for this we use Autocorrelation plot and Partial Auto Correlation plot to determine the model for ARMA. From the following figures (Fig 2 & 3).

The plot shows that residual estimated by the model exhibit an uncorrelation between them. Secondly, the residuals need to have normality, so a normal distribution plot for the model is shown below. Fig (5)

From the study, ARMA (2, 4) generated 58 years reservoir inflow was compared with observed in flow in Figure 6. The fit is not satisfactory.

Although the conventional model of time series analysis using ARMA model for forecasting the data is used widely, it has some limitations in modeling the data. Some deficiencies of ARMA model are

1. The model doesn’t account fully for trend, periodicity and seasonality in predicting the observed data and it also eliminates the trend component before modeling the autocorrelation.

2. The models are fundamentally “Backward looking” as such they are generally poor at predicting turning points, unless the turning points represents a return to a long run equilibrium.

**VII. EXPONENTIAL SMOOTHENING TECHNIQUE**

When computed reservoir inflow using ARMA model do not match with the observed inflow, an attempt is made in this paper to reduce the above deficiency with exponential smoothing technique to have a better match. Exponential smoothing is a procedure for continually revising a forecast in the light of more recent experience.
This is a very popular method to produce a smoothed Time Series. Whereas in Auto Regression Moving Average the past observations are weighted equally, Exponential Smoothing assigns exponentially decreasing weights as the observations get older. In other words, recent observations are given relatively more weight in forecasting than the older observations. The exponential smoothening technique has three methods—single, double, triple exponential smoothening. In single exponential smoothening the data fluctuations in the series are smoothened whereas the double smoothening method is used when the data exhibits the trend and periodicity. The periodicity is a smoothed estimate of the value of the data at the end of each period. The trend is a smoothed estimate of average growth at the end of each period. In triple smoothening periodicity, trend and seasonality are smoothened where a third parameter is introduced to smoothen the seasonality; this method is also known as Holt Winters method after the name of inventor. In the present study we use Holt Winters method to smoothen the transformed data for forecasting; there are two models under this method; one is Multiplicative seasonal model and the other is Additive seasonal model. We use these two models and compare the results and evaluate it based on RMSE from the model.

**Multiplicative Seasonal Model:**

Additive Seasonal Model:

\[
\begin{align*}
    y_t & = (b_1 + b_2)L_{t-1} + \varepsilon_t \\
    \hat{y}_t & = b_1 + b_2t + S_t + \varepsilon_t
\end{align*}
\]

Where

- \( b_1 \) is smoothed observation component
- \( b_2 \) is a linear trend component
- \( S_t \) is a multiplicative and Additive seasonal factor
- \( \varepsilon_t \) is the random error component

The next procedure in determining the parameters for each component is done by the following steps,

1. **Smoothed observation component:**
   \[ b_1 = \alpha \frac{y_t}{(S_t - L) + (1 - \alpha)(b_{t-1} + b_{t-1})} \]

2. **Trend Component:**
   \[ b_2 = \frac{\gamma (b_{t-1} - b_{t-1}) + (1 - \gamma) b_{t-1}}{1 - \gamma L} \]

3. **Seasonal factor:**
   \[ S_t = \beta \left( \frac{y_t}{b_1} \right) + (1 - \beta) S_{t-1} \]

Where \( \alpha, \beta, \) and \( \gamma \) are constants that must be estimated in such a way that the MSE of the error is minimized and L is the length of time series. In the present study more weight age was given to recent observation; therefore the constant value was 0.999 for \( \alpha, \beta, \) and \( \gamma \). using the above procedure for model parameter estimation, the transformed data is used in the two models: Multiplicative and Additive seasonal model. The following table shows the summary parameters of each model.

**Table 1 Summary of Holt Winters Exponential Smoothening Method**

<table>
<thead>
<tr>
<th>Summary</th>
<th>Multiplicative seasonal model</th>
<th>Additive seasonal model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.008</td>
<td>3.002852</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.965593</td>
<td>0.965939</td>
</tr>
<tr>
<td>Mean (Error)</td>
<td>0.00585</td>
<td>0.005832289</td>
</tr>
<tr>
<td>Mean (Percent Error)</td>
<td>0.1959114</td>
<td>0.1953426</td>
</tr>
</tbody>
</table>

From the above table we get to know that Additive seasonal model has a least error when compared with Multiplicative seasonal model. By using both the multiplicative and the additive seasonal model, the Computed data is compared with the historical data. (Figs 7 & 8)

![Fig. 7. Multiplicative seasonal model time series graph](image1)

![Fig. 8. Additive Seasonal model Time series Graph](image2)

From the figure 8, the Computed and observed value of transformed reservoir inflow of Krishnagiri Reservoir project are roughly coinciding indicating that transformed reservoir inflow is firmly smoothened by trend, seasonality, and periodicity by additive seasonal model for forecasting the reservoir inflow for next 4 years (from 2010 -2014).

**VIII. CONCLUSION**

Auto Regression Moving average model of order (2, 4) selected is the best fit for yearly reservoir inflow generation of Krishnagiri Reservoir project. The statistical parameters of generated yearly inflow are almost comparable with historical yearly inflow data but the ARMA model doesn’t account trend, seasonality, and periodicity in a satisfactory manner; so we use Exponential smoothening technique where it attempts to estimate the trend as a part of the modeling process whereas ARMA model attempts to eliminate the trend before modeling the auto correlation. In this particular study the Limitation of ARMA model is overcome with Exponential Smoothening Technique. With Additive Seasonal Model of Exponential Smoothening Technique we could obtain the best Computed results for the Reservoir inflow of Krishnagiri Reservoir Project.
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